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(Self-)supervised training on speech & text
Few-shot Spoken Language Under-
standing (SLU)
• Assumes limited labeled speech data 

access, alongside more readily obtain-
able text data.

Speech-text models for few-shot & zero-
shot SLU
• Match the performance of previous 

models with 0-20% of speech data.
Analysis of hidden representations
• Explains the zero-shot text-to-speech 

transferability.
• Suggests fine-tuning with bottom 

layers frozen, which improves zero-
shot performance.

Average Neuron-Wise Correlation (ANC) [4]

:  different views (e.g. text & speech) of the same data instance.

• Bottom layers align speech & text into a shared space.
• Fine-tuning only influences top layers.
• Tasks affects top layers more than input modalities  

 top layers are task-specific.

• Fine-tuning with frozen bottom layers leads to a slight performance 
reduction but improves zero-shot cross-modal transfer.
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ANC scores between speech & text representations  
in pre-trained and fine-tuned models 

ANC scores between speech representations  
in models with different fine-tuning setups 
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Analysis

Conclusion
• Speech-text models exhibit 

zero-shot transferability from 
text to speech in SLU.

• Few-shot performance matches 
previous work trained with 5+ 
times more speech data.

• Bottom layers are task-agnostic 
and top layers are task-specific.

• Freezing bottom layers en-
hances zero-shot perform-
ance.
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 scores for NER with varying number of frozen layers during fine-tuningF1

Speech-Text Models

• Learn shared representations for 
speech & text.

• Improve ASR, speech translation, 
etc.
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